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What is Monitoring and 
Observability
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Monitoring
● Tracks system performance: Monitors system metrics like CPU usage, memory, 

and response times.
● Generates alerts: Sends notifications when predefined thresholds are breached.
● Dashboards: Visualizes data to track real-time performance and status.
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What is Monitoring and Observability

Observability
● Provides insights: Offers a comprehensive understanding of the internal 

state of systems.
● Combines metrics, logs, and traces: Integrates different types of data for 

deeper analysis.
● Enables root cause analysis: Helps in diagnosing and fixing issues by 

correlating data across the system.
● Focuses on context: Understands the context of data to detect anomalies 

and predict failures.
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● Monitoring : It is a instruments to trace and collect a metric or log. Including alert 

and visualization

● Observability : To deep understand the data to get insights to understand 

system behavior
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What is the difference ?

Without some level of observability, Monitoring is impossible.
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Monitoring and Observability 
in ML Application
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● Raw input : Format Validation

● Feature : Format Validation, Value min max medium and in the set of predefined 

● Prediction : Distribution shifts

● Accuracy : Using human annotated from user to integrate with predict result
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How to use with LLM 
Application
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Which metrics we can use it 

● Cost : Token per request, Token per model

● Latency : The request latency in the service or inference time for model

● Output from a model (tracing) : How model perform in each request with 

input from user and predefined prompt.

● Feedback from a user : Using user annotation to indicate error

● Model metric : Hallucinations, completeness, conciseness and etc.
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Benefits

● Improved LLM application performance

● Better explainability

● Cost optimization

● Prompt performance in each model
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Demo
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Setup

Web app Chat API

Langfuse

Evaluator

OpenAI

EvalLLM
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Code

https://github.com/RTae/demo-langfuse
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Q&A
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