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LLM size still increase?

Source: Understanding Size Tradeoffs with Generative Models

https://newsletter.victordibia.com/p/understanding-size-tradeoffs-with


GPU Performance
fp32

2020 - 2023.11

LLM size (3 year -> x10 )

- 2020 - GPT3 (175B)
- 2023 - Gemini Ultra (1760B)

GPU (3 year -> x6.5 )

- 2020 - A100 (TF32  152 TFLOPS - Mem 80GB)
- 2023 - H200 (TF32  989 TFLOPS - Mem 141GB)

Source: GPU Performance Rankings

~41,000$ - 52,609$

~126,000$

https://www.topcpu.net/en/gpu-r/fp32-float-ai


Use Case: Apple Intelligence (Adapter)

Source: X: LoRa adapters

https://x.com/svpino/status/1802677551355048292


Use Case: Apple Intelligence (Adapter)



Use Case: Apple Intelligence (Adapter)

Compressing Model
Quantization from 16bit -> 4bit

Still Maintain model quality

Optimize shortest time to process 
prompt and response

(Speculative decoding, Context pruning, 
Group query attention)



Use Case: Apple Intelligence (Architecture)



Use Case: Samsung AI

Source: Transcript Assist

https://www.samsung.com/uk/support/mobile-devices/how-to-use-transcribe-assist-on-the-galaxy-s24/


AI on Cloud/Device

Source: Transcript Assist

https://www.samsung.com/uk/support/mobile-devices/how-to-use-transcribe-assist-on-the-galaxy-s24/


Improve LLM model performance

Source: Fine-tuning large language models (LLMs) in 2024

Prompt Engineer Finetune

Supervised fine-tuning (SFT)

Reinforcement learning from 
human feedback (RLHF)

Retrieval Augmented Fine 
Tuning (RAFT)

Methods
- Full fine-tuning 

(Instruction fine-tuning)
- Parameter-efficient 

fine-tuning (PEFT)
- Transfer learning
- Task-specific fine-tuning
- Multi-task learning
- Sequential fine-tuning

Speculative decoding

Context pruning

Group query 
attention

Auccracy Latency

https://www.superannotate.com/blog/llm-fine-tuning


Improve bot response with supervised fine-tuning 
and reinforcement learning

Source: Improve LLM performance with human and AI feedback

https://aws.amazon.com/blogs/machine-learning/improve-llm-performance-with-human-and-ai-feedback-on-amazon-sagemaker-for-amazon-engineering/


LoRa (Low-Rank Adaptation)

Source: Paper - LORA: LOW-RANK ADAPTATION OF LARGE LAN- GUAGE MODELS

https://arxiv.org/pdf/2106.09685


Quantization



Finetune Phi-3-mini-4k-instruct

Phi-3
- Developed by microsoft
- Using HighQuality data
- Best smaller model
- Publish:  2023/04/23
- Latest update: 2024/07/01

Source: Tiny but mighty: The Phi-3 small language models with big potential

https://news.microsoft.com/source/features/ai/the-phi-3-small-language-models-with-big-potential/


Show Code



Finetune Cost



Before vs After fine-tuning

Dataset (Style) Field Before (Acc) After (Acc)

Formal

Name 0.872 0.984

Age 0.959 0.984

Job 0.612 0.995

Informal

Name 0.899 0.977

Age 0.989 0.998

Job 0.686 0.1.0

Novel

Name 0.882 0.949

Age 0.950 0.959

Job 0.551 0.988



Before vs After fine-tuning (Test dataset)

Dataset (Style) Field Before (Acc) After (Acc)

Formal

Name 0.870 0.965

Age 0.965 0.975

Job 0.685 1.0

Informal

Name 0.895 0.960

Age 0.980 0.995

Job 0.750 1.0

Novel

Name 0.875 0.925

Age 0.935 0.930

Job 0.550 0.955



Thank You
For joining


